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Narrative reports in medical records contain a wealth of information
that may augment structured data for managing patient information
and predicting trends in diseases. Pertinent negatives are evident in
text but are not usually indexed in structured databases. The objective
of the study reported here was to test a simple algorithm for determining
whether a finding or disease mentioned within narrative medical reports
is present or absent. We developed a simple regular expression algo-
rithm called NegEx that implements several phrases indicating nega-
tion, filters out sentences containing phrases that falsely appear to be
negation phrases, and limits the scope of the negation phrases. We
compared NegEx against a baseline algorithm that has a limited set
of negation phrases and a simpler notion of scope. In a test of 1235
findings and diseases in 1000 sentences taken from discharge summar-
ies indexed by physicians, NegEx had a specificity of 94.5% (versus
85.3% for the baseline), a positive predictive value of 84.5% (versus
68.4% for the baseline) while maintaining a reasonable sensitivity of

77.8% (versus 88.3% for the baseline). We conclude that with little
implementation effort a simple regular expression algorithm for de-
termining whether a finding or disease is absent can identify a large
portion of the pertinent negatives from discharge summaries. q 2001
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1. INTRODUCTION

Much of the clinical information contained in patient med-
ical records is in narrative form and therefore unavailable
to automated systems that could improve patient care or
further medical research. Clinical information described in
narrative reports is also difficult for humans to access for
clinical, teaching, or research purposes.

Researchers in information retrieval are creating effective
methods for automatically indexing narrative clinical docu-
ments to facilitate searching on relevant terms [1–3]. Infor-
mation retrieval techniques, however, do not generally dis-
criminate between terms that are mentioned as being present
and terms that are negated. In fact, most phrases indicating
negation are stop words in information retrieval systems and
are not even used for indexing. In clinical reports the pres-
ence of a term does not necessarily indicate the presence of
the clinical condition represented by that term. In fact, many
of the most frequently described findings and diseases in

discharge summaries, radiology reports, history and physical
exams, and other transcribed reports are denied in the patient
[4]. Physicians often note that a particular disease can be
ruled out or that a finding consistent with a suspected disease
is absent. We use the term “pertinent negatives” to refer to
findings and diseases explicitly or implicitly described as
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absent in a patient. Differentiating pertinent negatives from
positive conditions in a clinical report is crucial to accurate
indexing of the report.

Researchers in the medical language processing commu-
nity have created methods for automatically extracting infor-
mation contained in narrative reports for decision support
[5], guideline implementation [6, 7], detection and manage-
ment of epidemics [8], and identification of patients eligible
for research studies [9]. Medical language processing (MLP)
systems do determine whether the extracted information is
negated, but MLP techniques for negating clinical findings
in free text are often entwined in the MLP system and are
not transferable.

In this paper we describe and test a computationally simple
algorithm that could be implemented quickly and easily to
determine whether an indexed term is negated.

1.1. Negation in Natural Language

Whereas negation in predicate logic is well defined and
syntactically simple, negation in natural language is complex
and has been philosophized about for hundreds of years.
Aristotle’s theory of negation has its roots within his system
of oppositions between pairs of terms. He described four
species of opposition [10] including correlation (e.g., double
vs half), contrariety (e.g., good vs bad), privation (e.g., blind
vs sighted), and contradiction (e.g., He sits vs He does not
sit). Pertinent negatives in clinical reports belong to the
category of contradiction in which a proposition (e.g., experi-
encing nausea) is denied (i.e., not experiencing nausea).
Identifying pertinent negatives, then, involves identifying a
proposition ascribing a clinical condition to a person and
determining whether the proposition is denied or negated in
the text.

1.2. Previous Work on Negation

Whereas much has been published on negation in natural
language [10, 14, 15], very little has been published on
computational negation methods. McQuire and Eastman de-
scribe a method for disambiguating natural language queries
to an information retrieval system. Their system detects

ambiguous queries involving the negation phrase “not” and
asks the user for clarification [16]. MLP systems described
in the literature [17] perform syntactic and semantic proc-
essing to extract features from text, and features are aug-
mented with information about uncertainty and negation.
Phrases indicating negation are sometimes published in liter-
ature describing these systems (e.g. [18]), but the algorithms
CHAPMAN ET AL.

used to determine the scope of the negation phrases are
entwined in the MLP system.

The most extensive study on negation was recently pub-
lished by Mutalik et al. [19]. They use a lexical scanner
with regular expressions and a parser that uses a restricted
context-free grammar to identify pertinent negatives in dis-
charge summaries and surgical notes. Like the algorithm
described in this paper, their system first identifies proposi-
tions or concepts and then determines whether the concepts
are negated. Their system performed with a sensitivity of
95.7% and a specificity of 91.8% and is fine tuned with
rules that apply to particular negation phrases and syntactic
structures. Mutalik’s algorithm is quite complex and requires
other utilities such as lex and Yacc. The tools required by
Mutalik’s algorithm are easily attainable; however, imple-
menting their system in a preexisting indexing tool would
be less straightforward than the regular expression algorithm
we describe here.

1.3. Identifying Pertinent Negatives from Narrative
Clinical Reports

The Unified Medical Language System (UMLS) provides
a helpful resource for identifying propositions or concepts
useful for medical indexing [11]. MEDLINE indexing uses
sophisticated syntactic and semantic processing techniques,
but does not incorporate explicit distinctions between posi-
tive and negative terms [20]. Various methods exist for in-
dexing documents with UMLS phrases (see [12] for a good
overview). Once a UMLS or other relevant concept has been
marked in a clinical report, a separate negation algorithm
could determine whether the concept is negated.

Accurate identification of pertinent negatives is not a sim-
ple problem since natural language is largely unstructured
and allows great freedom of description. Hundreds of differ-
ent phrases can be used to indicate denial of a finding or
disease. Even if all possible phrases indicating negation
could be identified, an algorithm must determine which prop-
ositions fall within the scope of the negation phrase. Consider
the following sentence:

“The chest X-ray showed no infiltrates and EKG revealed
sinus tachycardia.”
The negation phrase “no” applies to infiltrates but not to
sinus tachycardia. Accurate analysis of scope may involve
lexical, syntactic, or even semantic analyses.

In spite of the complexity of negation, we believe that in
medical text negating clinical concepts is more restricted
and therefore may not require full natural language under-
standing. We rely on the fact that medical narrative is a
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sublanguage limited in its purpose. Quantitative studies have
shown that medical documents are lexically less ambiguous
than unrestricted documents [13]. We conjecture that perti-
nent negatives being described in the narrative reports are
limited to a handful of semantic types, including findings,
diseases, tests, drugs, etc., which are most often noun phrases
rather than verbs, clauses, or sentences. Moreover, a few
phrases constitute the majority of pertinent negations in
different types of medical narratives [4]. Therefore, we be-

lieve that a simple negation algorithm like the one we de-
scribe below can accurately identify a large portion of perti-
nent negatives in medical narratives without utilizing

sophisticated linguistic methodologies.

The algorithm we describe below is a simple algorithm
that can be implemented quickly and easily into any medical
concept indexing or feature extraction system.

2. METHODS

2.1. Algorithm

We designed an algorithm called NegEx to determine
whether findings and diseases indexed from discharge sum-
maries were negated by the dictating physician. To test our
hypothesis that a relatively simple algorithm could produce
reasonably accurate results, we compared NegEx against a
baseline algorithm.

The input to NegEx is a sentence with indexed findings
and diseases. The output is whether an indexed phrase is
negated in the sentence. For this study, we automatically
preprocessed the sentences, indexed the relevant phrases
with UMLS terms, applied the negation algorithms, and
compared the negations made by the algorithms against
negations made by physicians. For NegEx to work, the in-
dexing algorithm must first identify a UMLS term; when
the indexing algorithm does not identify a UMLS term, a
pertinent negative cannot be found.

We preprocessed the reports so that exactly one sentence
appeared per line. Processing the reports by individual sen-
tences means that information across sentences is not used

in determining whether a clinical condition is affirmed or
denied. Next, we removed all punctuation; information about
syntactic structure, such as comma-delimited lists, is not
used by NegEx. We did not remove stop words because
some commonly used stop words (e.g., “of”) are important
parts of the expressions we look for. Finally, we indexed
findings and diseases within the sentence by replacing
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phrases in the text with unique string identifiers from the
UMLS.

Because the scope of the UMLS [11, 21] is purposefully
broad, we chose an abridged set of phrases with a focus on
diseases and findings. In particular, our focus was limited
to the intersection of phrases in the International Statistical
Classification of Disease and Related Health Problems, 10th
revision (ICD10) [22] and phrases with the UMLS semantic
type of “Finding,” “Disease or Syndrome,” or “Mental or
Behavioral Dysfunction.” Using a simple, string-matching
program, each UMLS phrase in every sentence was automat-
ically marked by replacing the phrase with its corresponding
UMLS string ID. For example, the sentence

“The patient denied experiencing chest pain on exertion”

was rewritten as

“The patient denied experiencing ^S1459038& on
exertion.”

Our string matching algorithm matched the longest possible
string among eligible matches in the UMLS (i.e., “nonspe-
cific viral rash” instead of “rash”).

Both NegEx and a baseline algorithm were applied to
the preprocessed sentences. The baseline algorithm is the
algorithm previously in use by a system called the IPS system
[9, 23] that was created at the University of Pittsburgh to
help researchers identify relevant subsets of patient reports
for research studies (we have since replaced the baseline
algorithm with NegEx). The baseline algorithm searches for
six phrases (see Appendix) that might indicate a negation
and negates all UMLS terms following the negation phrase
until the end of the sentence. The baseline algorithm is
simplistic but had been used by the IPS system for 2 years.
Informally tested on approximately 1000 sentences, the base-
line algorithm was being used in a system where a human
user reviews results and can filter out mistakes made by
the algorithm.

NegEx expands on the baseline algorithm with additional
negation phrases and a richer regular expression syntax yet
retains much of the simplicity of the baseline method.
Through a combination of manual scanning and semiauto-
mated learning we identified 35 negation phrases (see Ap-

pendix) that could be divided into two groups. The first
group (I), which we call “pseudo-negation” phrases, consists
of phrases that appear to indicate negation but instead iden-
tify double negatives (“not ruled out”), modified meanings
(“gram-negative”), and ambiguous phrasing (“unremark-
able”). The second group (II) consists of phrases we believed
are used to deny findings and diseases when used in one of
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two regular expressions. In the first regular expression
(II-A) the negation phrase precedes the UMLS term:

^negation phrase& * ^UMLS term&.

In the second (II-B) the negation phrase follows the
UMLS term:

^UMLS term& * ^negation phrase&.

In both II-A and II-B the asterisk indicates that up to five
tokens (i.e., words or UMLS terms) may fall between the
negation phrase and the UMLS term.

The regular expressions were matched to the longest pos-
sible subset of the sentence. For example, the sentence “ex-
tremities showed no cyanosis, clubbing, or edema” (UMLS
terms in bold, negation phrase in italics) matches the regular
expression ^no& * ^UMLS term& twice with both “cyanosis”
and “edema” being labeled as negated.

2.2. Training and Test Sets

The data used in this study were sentences from 2060
randomly selected, deidentified discharge summaries dic-
tated between January 1, 1993 and December 31, 1995 at
two medical ICU’s at the University of Pittsburgh Medical
Center. An arbitrarily selected subset of approximately 1500
reports from this dataset was extracted and used as a training
set. We manually read the reports in the training set to
determine what negation phrases and regular expressions
would accurately identify pertinent negatives.

A separate test set was selected from the remaining 560
reports. To test the accuracy of our algorithm, we initially
extracted all sentences from the set that contained UMLS
terms of interest, namely UMLS terms also contained in
ICD10 with one of the three previously mentioned semantic
types. We then used a string-matching program to divide
the sentences into two groups. The first group contained 500
sentences in which at least one of the negation phrases used
by NegEx (lists I, II-A, and II-B in the Appendix) occurred.
The main purpose of group 1 was to test the precision of
NegEx’s regular expressions. We also included in group 1
sentences containing phrases that we did not label as nega-
tion phrases but that we suspected might sometimes be used

to signal a pertinent negative (“minimal sign of,” “nonfocal,”
“nonspecific,” and “unremarkable,” “failed,” “negative,”
“never,” “nor,” and “unable”). Approximately 15% of the
reports from which we selected test sentences contained one
of the phrases described in this paragraph.

The second group contained 500 sentences in which none
of NegEx’s negation phrases occurred. Group 2 was designed
CHAPMAN ET AL.

to determine the completeness of NegEx’s set of negation
phrases by capturing sentences with negation phrases we
had not included. The entire test set contained a total of
1000 sentences.

2.3. Gold Standard

Three physicians judged the sentences in the test set to
establish a “gold standard” against which the computerized
algorithms could be compared. The physicians read overlap-
ping subsets of the 1000 sentences and marked all UMLS
terms in the sentences as (a) present—the term was described
by the dictating physician as being present at the current
visit, (b) absent—the term was explicitly described as being
absent at the current visit, or (c) ambiguous—whether the
term was present or absent was not clear from the sentence.

Each physician judged 400 of the 1000 sentences. To
determine interrater reliability, 200 sentences were rated by
pairs of physicians. Raters 1 and 2 judged 100 overlapping
sentences, and raters 2 and 3 judged a separate set of 100
overlapping sentences. If two physicians judged the same
sentence and did not agree on whether a UMLS term was
present or absent, the term was marked as ambiguous.

2.4. Evaluation Techniques and Measures

Once human raters judged all terms, both the baseline
algorithm and NegEx were applied to the test set. Whereas
the raters judged each occurrence of a term in a sentence,
NegEx treated multiple occurrences of a term in a sentence
as a single occurrence. That is, if a term was used twice in
one sentence, NegEx considered both occurrences of the
term negated if at least one occurrence was negated in the
sentence. For example, consider the sentence “the patient
was placed under neutropenic precautions, and two days
later, the patient was no longer neutropenic.” A human rater
might mark the first occurrence of neutropenic as positive
and the second as negative. NegEx, however, would just
report that neutropenic was negated in the sentence. To
compensate for the different negating schemes, the raters’
labels were manually examined. If a UMLS phrase was rated
positive, negative, or ambiguous in all occurrences in a

sentence, then no changes were made. If there was a disagree-
ment (e.g., the first occurrence was rated positive and the
second occurrence was rated negative), then both occur-
rences of the term were considered ambiguous in that
sentence.

For both the baseline algorithm and NegEx sensitivity,
specificity, positive predictive value (PPV), and negative
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predictive value (NPV) were calculated for every UMLS
term in the test set. True positive, true negative, false posi-
tive, and false negative counts were calculated as follows:
True positive—NegEx and the rater negated the term; True
negative—NegEx and the rater did not negate the term;
False positive—NegEx negated the term but the rater did

not negate the term; False negative—NegEx did not negate
the term but the rater negated the term.

Note. Sensitivity 5 Number of terms NegEx correctly negated/
number of terms negated by rater; Specificity 5 Number of terms

best judgment in classifying UMLS terms that did not fit
In addition, we analyzed the performance of the individual
negation phrases and examined the accuracy of negating
different UMLS phrases. Finally, we analyzed NegEx’s er-
rors to determine why the algorithm produced false positives
and false negatives.

3. RESULTS

The 1000 test sentences contained 1235 occurrences of
UMLS terms, 245 of which were unique strings. We exam-
ined interrater reliability of the physicians’ judgments of the
UMLS terms to evaluate the assumption that a reliable gold
standard could be established from the judgment of a single
physician. Of the 200 sentences that were rated by more
than one physician, only a single term was rated differently.
For the gold standard, that term was listed as ambiguous.

Table 1 describes the gold standard ratings produced by
the physicians. The columns show the gold standard distribu-
tion of findings and diseases judged to be present, absent,

and ambiguous in the two groups of test sentences and
overall. The first column represents sentences in Group 1

Gold (i.e., containing (i.e., not containing All
standard NegEx negation NegEx negation sentences

rating phrases) (n 5 500) phrases) (n 5 500) (n 5 1000)

Present 186 542 728
Absent 324 19 343
Ambiguous 94 70 164
Total 604 631 1235
NegEx correctly did not negate/number of terms not negated by rater;
PPV 5 Number of terms NegEx correctly negated/number of terms
NegEx negated; NPV 5 Number of terms NegEx correctly did not
negate/number of terms NegEx did not negate. Sensitivity is 0% in
group 2 because group 2 did not contain sentences with negation
phrases used by NegEx.

Tables 2 and 3 present performance statistics of both the
baseline algorithm and NegEx, respectively. Terms that were
listed by the gold standard as “explicitly absent” at the
time of the patient’s current visit were counted as the major
category of interest, contrasted with the complement set that
included both “present” and “ambiguous” (physician raters
had to select from these three categories only and use their
cleanly into these categories, such as findings that were

NegEx negation NegEx negation All
(i.e., containing NegEx’s negation phrases (lists II-A and II-
B in the Appendix)), and the second column represents
sentences in Group 2 (i.e., not containing NegEx’s negation
phrases). The last column contains the totals over all 1000
sentences.

TABLE 1

Number of Findings and Diseases in the Test Set That Were Given
Ratings of Present, Absent, and Ambiguous by Physician Raters

Group 1 sentences Group 2 sentences
305

TABLE 2

Performance of the Baseline Algorithm

Group 1 sentences Group 2 sentences
(i.e., containing (i.e., not containing
NegEx negation NegEx negation All

phrases) phrases) sentences
(n 5 500) (n 5 500) (n 5 1000)

(%) (%) (%)

Sensitivity 88.27 0.00 88.27
Specificity 52.69 100.00 85.27
PPV 68.42 — 68.42
NPV 79.46 96.99 93.01
absent in the patient’s past history). Since our focus was on
NegEx’s ability to identify pertinent negatives at the time
of the current visit, we combined gold standard ratings other
than absent (i.e., present and ambiguous) into a category of
not absent. As can be seen from the tables, both the baseline

TABLE 3

Performance of NegEx

Group 1 sentences Group 2 sentences
(i.e., containing (i.e., not containing
phrases) phrases) sentences
(n 5 500) (n 5 500) (n 5 1000)

(%) (%) (%)

Sensitivity 82.41 0.00 77.84
Specificity 82.50 100.00 94.51
PPV 84.49 — 84.49
NPV 80.21 96.99 91.73
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algorithm and NegEx performed well. The baseline algo-
rithm was more sensitive, whereas NegEx was more specific
and precise.

Table 4 shows the 15 negation phrases actually identified
by NegEx in the test set, along with their respective PPVs.
Ten negation phrases shown in the Appendix did not occur
in the test set at all. Of the 15 negation phrases found in
the test set, three (“no,” “without,” and “no evidence of”)
accounted for 82% of the correctly identified pertinent nega-
tives. Three of the 15 phrases had very poor PPV: “versus”
(0%), “not” (58%), and “doubt” (50%) and are therefore
candidates for further examination.

We evaluated NegEx’s accuracy on the 28 UMLS terms
that occurred in the test set at least 10 times, as shown
in Table 5. Three terms (bleeding, seizure, and hepatitis)
produced several false negatives (i.e., were not identified as
pertinent negatives by NegEx but were by the gold standard
raters). Most false negatives regarding bleeding and seizure
were due to including “no further,” “without further,” and
“without any further” in the list of pseudo-negation phrases
(list I in the Appendix) rather than in the list of actual
negation phrases (list II-A in the Appendix). The term hepati-

tis produced 7 false negatives that are interesting to consider.
All 7 false negatives resembled the following sentences:

respiratory distress 13 0 0
alcohol abuse 17 0 0

no evidence of 94.59 37
no 92.36 157
denied 90.00 10
without 88.10 42
negative for 80.00 10
not 58.33 24
doubt 50.00 2
versus 0.00 16
diabetes mellitus 21 0 0
esophagitis 11 0 0
sepsis 10 0 0
depression 10 0 0

Note. Terms in bold produced several false negatives, terms in italics
produced several false positives.

patient. However, in the first sentence absence of the diseases
is implied by negative results of the test. In the second
sentence absence of the disease is implied by the presence
of the vaccine.
Three terms produced several false positives (edema, in-

phrase “versus,” and infection’s from phrases of the form
“The patient was Hepatitis A negative” or
“She received a Hepatitis vaccine.”

In both sentences hepatitis is part of a string describing
a test or vaccine. In both cases, hepatitis is absent in the

TABLE 4

Positive Predictive Value (PPV) of NegEx Negation Phrases Found
in the Test Set

PPV Number of times identified
Negation phrase (%) by NegEx in test set

no signs of 100.00 2
ruled out 100.00 3
unlikely 100.00 2
absence of 100.00 1
not demonstrated 100.00 1
denies 100.00 7
no sign of 100.00 2
CHAPMAN ET AL.

TABLE 5

Mistakes Made When Negating Frequently Occurring (i.e., at Least
10 Occurrences) UMLS Terms

Number of Number of Number of
UMLS Term occurrences false positives false negatives

bleeding 70 5 12
seizure 58 2 8
hepatitis 18 2 7
infection 49 5 3
pneumonia 67 5 2
edema 65 5 1
pulmonary edema 18 1 1
atelectasis 17 1 0
atrial fibrillation 17 1 0
cva 11 1 0
pneumothorax 26 1 0
thrombosis 16 0 2
stroke 10 0 1
ascites 12 0 1
hematuria 15 0 1
acidosis 15 0 1
congestive heart failure 23 0 1
weakness 26 0 1
hypertension 45 0 1
cyanosis 27 0 0
hemorrhage 10 0 0
hematemesis 11 0 0
fection, and pneumonia). There was no pattern in the causes
of false positives for edema. Most of the false positives for
infection and pneumonia were due to the negation phrase
being used. Pneumonia’s false positives resulted from the
“no/not the source of infection.”

4. DISCUSSION

Our results indicate that a simple regular expression algo-
rithm using a small number of negation phrases performs
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well at identifying pertinent negatives, in particular whether
UMLS terms for findings and diseases indexed from dis-
charge summaries are negated. When comparing the results
of NegEx to those of the baseline, there is an obvious im-
provement in specificity and positive predictive value while
maintaining reasonable sensitivity and negative predictive
value. The main reason for improvement in positive pre-
dictive value is the limitation of a negation phrase’s scope.
The baseline algorithm negates anything following the nega-
tion phrase (up to the end of the sentence), whereas NegEx
limited the number of words between the negation phrase
and the UMLS term, enabling more accurate identification
of the negation phrase’s target. In addition, NegEx allows
for more precision about the relative placement of the UMLS
term to the negation phrase.

NegEx performs slightly worse than the baseline in sensi-
tivity and negative predictive value. One reason for lower
sensitivity is that limiting the number of words allowed
between a negation phrase and the UMLS term fails to
identify negated UMLS terms that are described in long
lists. It is common for a physician to negate several findings
or diseases in a comma-separated list. Some lists extend
beyond the regular expression’s word limit of five, so some
of the terms in the list are not negated when they should
be. A possible modification to NegEx would involve auto-
matically identifying lists of UMLS terms and dynamically
expanding the scope of the negation phrase to include the
whole list. Additionally, identifying and incorporating more
negation phrases could also improve sensitivity.

Table 4 shows that three negation phrases demonstrated
poor sensitivity. Two phrases included as negation phrases
are not actually used to negate clinical conditions but to
indicate uncertainty about those conditions. “Versus” dis-
played 0% sensitivity over 16 terms. The sentence fragment
“. . . pneumonia versus bronchitis for her cough” indicates
uncertainty about whether the patient’s cough is attributed
to pneumonia or bronchitis. This interpretation was not clear
to us when we selected the negation phrases from the training
set, and as a result NegEx’s positive predictive value and
specificity were lowered. Had “versus” not been considered
a negation phrase, NegEx would have displayed 96% speci-
ficity and 89% positive predictive value. “Doubt” displayed

50% sensitivity, but because “doubt” only triggered the nega-
tion algorithm two times in the test set, we are unable to
draw meaningful conclusions about its performance. It is
clear from both phrases, though, that a limitation of NegEx
is only assigning a binary value of absent/not absent to the
indexed terms. A more complete negation processor would
also model uncertainty of indexed findings and diseases.
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The third poorly performing phrase was “not” which re-
ceived only 58% sensitivity over 24 occurrences. This find-
ing is consistent with that of Mutalik et al. [19] and our
previous report [4]. Determining the scope of “not” is com-
plex. For example, the sentence

“This is not an infection”

indicates the clinical finding “infection” is absent. The
“not” in the sentence

“This is not the source of the infection”

negates the term “source” but not the clinical finding
“infection.” World knowledge a native English speaker uses
to determine the scope of “not” in the above examples would
be difficult to represent in a simple algorithm. Consider also
the following example:

“We did not treat the infection” and

“We did not detect an infection.”

Although the sentences have similar syntactic structures,
the finding “infection” is present in the patient in the former
sentence and absent in the patient in the latter sentence.
A more accurate negation algorithm would require further
research into resolving the scope of the negation phrase
“not.”

A few pseudo-negation phrases actually acted as true ne-
gation phrases and should be moved from list I in the Appen-
dix to list II-A. Specifically, “no further,” “without further,”
and “without any further” were usually judged by the gold
standard raters to signify pertinent negatives.

Other mistakes made by NegEx included missed negations
(false negatives) due to passive syntactic structures indicat-
ing negation (e.g., “nephrotic syndrome was ruled out”),
different negation phrases that were not included in our
list (e.g., “a chest X-ray at this time was unremarkable for
pneumonia”), and extensive modifiers between the negation
phrase and the UMLS term (e.g., “no signs or symptoms of
reoccurrence of his GI bleeding”). Falsely negated terms
(false positives) were often caused by failure to decrease
the scope of the negation phrase (e.g., “no cyanosis and
positive edema”) and by failure to distinguish current visits
from the patient’s past history (e.g., “no history of previ-

ous cva”).

4.1. Limitations

One limitation in our methodology is using string match-
ing to identify relevant UMLS phrases. Various methods
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exist for indexing documents with UMLS phrases [12]. Us-
ing simple string matching decreases our ability to identify
relevant UMLS phrases that might be matched with more
sophisticated methods but reduces the noise created by
false matches.

A major limitation in our study design was allowing the
human raters to judge a term to be ambiguous. Because
NegEx does not label a term as ambiguous, designing a
method to compare NegEx’s answers with the gold standard
raters’ answers in a fair way was difficult. If we ignored
the terms judged ambiguous by the gold standard, we would
have biased the results in our favor by getting rid of the
difficult sentences. We chose to combine ambiguous judg-
ments with positive judgments into a not absent complement
set. Combining the two ratings caused the specificity to be
higher than it might have been but gave lower values for
sensitivity and PPV. Therefore, the sensitivity and PPV listed
in this paper are lower than they might have been if we had
not allowed an ambiguous rating.

A problem with NegEx’s algorithm as described in this
paper is that multiple occurrences of a UMLS term in a
sentence are considered as one occurrence. Medical reports
describe temporal relations among clinical concepts. There-
fore, treating every occurrence of a concept individually
will allow NegEx a better chance at accurately identifying
pertinent negatives. For example, in this study the sentence
“the patient was placed under neutropenic precautions, and
two days later, the patient was no longer neutropenic” con-
tributed one false positive by labeling neutropenic as nega-
tive in this sentence. The temporal relation between the
two occurrences of neutropenic make it clear that the two
occurrences should be labeled individually, in which case
NegEx would label the first occurrence positive and the
second negative.

A fundamental assumption of our approach is that a sen-
tence-level analysis is sufficient for identifying pertinent
negatives. For the most part we believe this simplifying
assumption is reasonable. NegEx will probably miss some
pertinent negatives because the UMLS term is referred to
in another sentence by a pronoun such as “it” or a generic
description of the term such as “the finding.” We would
capture more pertinent negatives by incorporating corefer-
ence resolution, but the amount of sophisticated processing

needed would be substantial.

4.2. Future Work

Negation phrases appear to comply qualitatively with
Zipf’s law regarding the frequency distribution of words in
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human languages. From Zipf’s law it follows that there are
a few very common words, a middling number of medium-
frequency words, and many low-frequency words [24]. Our
results show that there are a few very common negation
phrases (“no,” “without, and “no evidence of”), more me-
dium-frequency negation phrases, and a potentially huge
number of low-frequency phrases. Therefore, including a
few very common negation phrases can capture a large por-
tion of the pertinent negatives. However, to increase the
number of pertinent negatives identified by NegEx, we will
continue adding and testing new negation phrases.

Along with testing new negation phrases, we plan a series
of other experiments to expand NegEx’s capabilities. First,
we will test NegEx on an expanded set of UMLS terms.
Although we limited our terms to those included in ICD10,
the only terms NegEx had difficulty negating were diseases
that are substrings of test or vaccine names (i.e., hepatitis).
Therefore, we believe NegEx will generalize over the re-
maining terms in the UMLS semantic types examined in
this study as well as over terms contained in other similar
UMLS semantic types, i.e., semantic types that effectively
represent findings and diseases (e.g., virus, symptom). Sec-
ond, we will test NegEx on different report types. Because
discharge summaries contain information from history and
physical exams, lab reports, radiology exams, and other
types of patient reports, we believe that discharge summaries
are representative of other report types at describing findings
and diseases and therefore the phrases listed in the Appendix
will require little change. Third, to make NegEx more useful
to general indexing and retrieval systems, we will also test
its performance on different semantic types described in
clinical documents, such as lab tests and medications. We
believe that the regular expressions will likely remain the
same but that different negation phrases will need to be
added for different semantic types, but we must first test
this hypothesis.

We also plan to expand NegEx’s classification categories
from absent versus not absent at the current visit to a more
realistic representation of the temporal information de-
scribed in reports. Medical reports describe findings and

diseases in the past history of the patient, describe current
findings with uncertainty, and prescribe plans based on
findings and diseases that might occur in the future. To
better characterize pertinent negatives NegEx needs to dis-
criminate among past, present, and future concepts and to
deal with uncertainty in the language describing the clini-
cal concepts.
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5. CONCLUSION

Our results indicate that a simple regular expression algo-
rithm can accurately detect a large portion of pertinent nega-
tives in discharge summaries. Identifying a set of pseudo-
negation phrases, a set of negation phrases, and two simple
regular expressions is all that is needed to identify most
pertinent negatives in narrative medical records. The set of
negation phrases and regular expressions presented here can
be easily modified based on the results of this study. The

phrases are not yet complete but are complete enough to
achieve high levels of sensitivity and specificity while being rules out
easily implementable. II-B. Phrases used in regular expressions of the form

The baseline algorithm was implemented by Paul Hanbury. NegEx
was designed and implemented by Will Bridewell who also ran it to
Note from the authors: A current and updated list of
regular expressions and negation phrases used by NegEx
can be found at http://omega.cbmi.upmc.edu/,chapman/
NegEx.html.

APPENDIX

Negation phrases used in baseline algorithm

no denies
not without
*n’t ruled out
denied

Negation phrases used in NegEx

I. Pseudo-negation phrases (false triggers, ambiguous ne-
gations, or double negatives)

gram negative
no further
not able to be
not certain if
not certain whether

not necessarily
not rule out
without any further
without difficulty
without further

II-A. Phrases used in regular expressions of the form
^phrase& * ^UMLS term&
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to indicate pertinent negatives, where the asterisk indicates
0–5 intervening words:

absence of doubt
declined negative for
denied no
denies no cause of
denying no complaints of
did not exhibit no evidence of
no sign of versus
no signs of without
not without indication of
not demonstrate without sign of
patient was not ruled out
^UMLS term& * ^phrase&
to indicate pertinent negatives, where the asterisk indicates
0–5 intervening words:

declined
unlikely
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