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Abstract

In this paper, we review the paradigm of inductive pro-
cess modeling and examine its application to human
physiology. This framework represents models as a set
of interacting processes, each with associated differen-
tial or algebraic equations that express causal relations
among variables. Simulating such a quantitative process
model produces trajectories for variables over time that
one can compare to observations. Background knowl-
edge about candidate processes enables search through
the space of model structures and their associated pa-
rameters, and thus identify quantitative models that ex-
plain time-series data. We present an initial process
model for aspects of human physiology, consider its
uses for health monitoring, and discuss the induction
of such models. In closing, we consider related efforts
on physiological modeling and our plans for collecting
data to evaluate our framework in this domain.

Introduction

Computational methods for machine learning and discov-
ery have become widely used for automatically constructing
models from observations, but they typically generate de-
scriptive models that utilize formalisms developed in Al or
statistics. In contrast, computational techniques for scientific
modeling have long supported the explanation of complex
phenomena in terms of first principles, but domain experts
typically construct and tune them manually. This divide be-
tween data-intensive and knowledge-guided modeling has
led to two distinct communities with little common ground.

However, these two paradigms are not antithetical, and
each stands to benefit from the techniques and insights of
the other. In this paper, we present a framework for model in-
duction that combines time-series data with domain knowl-
edge to produce interpretable models stated in formalisms
familiar to scientists. More specifically, our approach en-
codes models as sets of processes that incorporate differ-
ential and algebraic equations, simulates these models’ be-
havior over time, utilizes background knowledge to generate
model structures, calculates differences between observed
and predicted behavior to tune parameters, and ranks the dis-
covered models by their fit to data.
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We have applied this computational framework to au-
tomatically construct interpretable models in a number of
fields, including ecology, environmental science, and bio-
chemistry. In more recent work, we are exploring its use
in developing computational models of human physiology,
with the aim of supporting health monitors that track an in-
dividual’s bodily state and detect cases of anomalous behav-
ior. We are aiming for shallow but broad models that relate
variables like heart rate, respiratory rate, and body temper-
ature to exogenous various like activity level, external tem-
perature, and humidity.

In this paper, we review the basic techniques that induce
process models from data and background knowledge, us-
ing examples from ecology to illustrate the framework. After
this, we explain how we can adapt this approach to human
physiology, presenting an abstract process model that, when
provided with additional detail, could support both generic
and personalized health monitoring. In closing, we briefly
discuss related work on quantitative physiological models
and our plans for collecting time-series data from wearable
sensors to use in monitoring and model construction.

Inductive Process Modeling

Historically, most scientific models have focused on explain-
ing observed phenomena in terms of underlying processes or
mechanisms. In many fields, these models incorporate math-
ematical equations that make quantitative predictions about
changes over time. Unfortunately, constructing such mod-
els is time consuming and error prone, which suggests there
is value in automating this effort. However, most work on
model induction within artificial intelligence and machine
learning has emphasized descriptive models that make lit-
tle contact with domain concepts and that lack an explana-
tory character (e.g., Lavrac & DzZeroski, 1994; Langley et
al., 1987). Automating the construction of explanatory mod-
els requires a marriage of knowledge-guided and data-driven
methods that draws on the strengths of both frameworks. In
this section, we review one approach to this challenge known
as inductive process modeling (Bridewell et al., 2008).

This framework incorporates a formalism that combines
the notion of processes, which specify causal connections
between two or more variables, with differential and al-
gebraic equations, which provide quantitative details about
these relations. These quantitative process models are mod-



Table 1: A process model of a predator—prey interaction be-
tween populations of foxes (f) and rabbits (r). The notation
d[X,t, 1] indicates d X /dt.

model Predation;
entities r{prey}, f{predator};
process rabbit_growth;
equations
d[r.pop,t,1] = 1.81 * r.pop * (1 — 0.0003 * r.pop);
process fox_death;
equations
d[f.pop,t,1] = —1 % 1.04 * f.pop;
process predation_holling_1;
equations
d[r.pop,t,1] = —1 % 0.03 * r.pop * f.pop;
d[f.pop,t,1] = 0.30 % 0.03 * r.pop * f.pop;

ular in that one can easily remove a process, add a new
one, or replace one process with another. Table 1 presents a
process model for a simple, two-species predator—prey sys-
tem. Here there are three processes that characterize prey
growth, predator death, and predation. Each process con-
tains equation elements that specify how one or more vari-
ables change over time. For example, predation_holling_1
states how the density of the prey and predator popula-
tions combine to influence each other. When coupled with
the effects of fox_death via addition, the resulting equation,
d[f.pop,t,1] = —1%1.04x% f.pop+0.30%0.03xr.pop* f.pop,
provides an account of predator population dynamics. One
simulates the model by compiling it into a set of differen-
tial and algebraic equations, then calling a numerical solver
(Cohen & Hindmarsh 1996). The resulting trajectories are
available for analysis and comparison with observations.

Over the past few years, we have developed several sys-
tems that construct quantitative process models from a mix-
ture of domain knowledge and time-series data. The most
recent instance (Bridewell & Langley, 2010) takes as in-
put knowledge in the form of generic processes, entities,
and constraints, along with measurements of variables to be
modeled. The background knowledge primarily consists of
generic processes such as

generic process holling_1:
variables S1{prey}, S2{predator};
parameters ar[0.01, 10], ef[0.001, 0.8];
equations
d[S1.pop,t, 1] = —1 % ar = S1.pop x S2.pop;
d[S2.pop,t, 1] = ef * ar x S1.pop * S2.pop;

which is essentially a template for the predation process in
Table 1. Here numeric ranges replace the parameters and
typed identifiers replace the entities (i.e., S1 and S2 for f
and r). Generic entities are named types that contain a com-
bination of variables and parameters, whereas model con-
straints place limits on how one can combine the generic
components. For instance, if there are multiple potential pre-
dation processes, the constraints could state that only one
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such relationship may exist between any pair of species. The
data are continuous-valued time-series that are tied to vari-
ables in the model. Importantly, some variables may be hid-
den or theoretical, with no associated measurements.

Given background knowledge and data, an inductive pro-
cess modeler will produce an account that both explains
the observations and offers predictions. The model induc-
tion phase involves two interleaved stages. First, the system
generates candidate structures by binding entities to generic
processes and combining these components in ways that ob-
serve the constraints. Second, it estimates the parameters of
these structures using a local optimization routine (Bunch
et al., 1993) coupled with random restarts. Finally, the sys-
tem ranks the structures and returns the best explanations
based on their fit to the time-series data.

In previous work we have demonstrated the power of in-
ductive process modeling in a variety of scientific domains.
The earliest applications dealt with simple population dy-
namics and battery performance (Langley et al., 2003), with
later work turning to the hydrodynamics of fjords (Asghar-
beygi et al., 2006) and more complex ocean ecosystems
(Bridewell et al., 2008). We have also used the framework
to address problems in systems biology and biochemistry
(Langley et al., 2000).

Process Models of Human Physiology

Given our previous success with inductive process model-
ing, it seems natural to consider applying the paradigm to
physiology. Many models in this field are already stated as
sets of differential equations, which further suggests it as a
promising approach. However, most physiological models
described in the literature focus on one particular function,
such as the cardiac or respiratory subsystem, in considerable
depth. Although we could replicate these accounts within the
process modeling framework, we believe there is also need
for high-level models that characterize interactions among
variables from different subsystems.

For instance, consider a process model that relates respira-
tory rate, heart rate, blood oxygenation, tissue oxygenation,
and activity level. Figure 1 depicts the causal structure of
one such model with four distinct processes. These include
mechanisms that:

e decrease tissue oxygenation as a monotonic function of
the activity level,

e increase tissue oxygenation as a combined monotonic
function of blood oxygenation and heart rate, as well as
decrease the blood oxygenation;

e increase the blood oxygenation as a monotonic function
of respiratory rate; and

e decrease respiratory rate rate as a monotonic function of
tissue oxygenation.

The figure does not specify the structure or parameters of
equations associated with each process, or even whether they
take the form of algebraic or differential equations, since we
are still exploring these alternatives. However, the signs on
links indicate whether the output variables increase or de-
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Figure 1: Abstract depiction of a process model that relates
heart rate, respiratory rate, blood oxygenation, tissue oxy-
genation, and activity level. The signs indicate the direction
of change in output variables as input variables increase.
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crease with the inputs.! The model cannot make quantitative
predictions about how attributes change over time without
specific mathematical formulas, but this version still offers
an abstract account of their interactions.

Walking through the model should clarify how it would
operate if additional details were available. An increase (de-
crease) in the activity level, an exogenous variable, uses oxy-
gen in the tissues and thus causes the tissue oxygenation to
decrease (increase), other things being equal. This is off-
set by another process that increases tissue oxygenation as
a combined function of blood oxygenation and heart rate,
which determines how much oxygen is transported to the tis-
sues. However, this process also decreases blood oxygena-
tion by an equal amount as the tissue absorbs the oxygen.

A third process raises (lowers) the blood oxygenation as
the respiratory rate increases (decreases). Finally, a fourth
process leads to a decrease (increase) in respiratory rate and
heart rate with an increase (decrease) in levels of blood oxy-
genation. These last two mechanisms introduce feedback
into the system, letting it attempt to maintain blood oxygena-
tion and tissue oxygenation at nominal levels. We should
note that even this abstract model is almost certainly flawed,
but it should clarify how one can apply process modeling to
physiological phenomena.

Clearly, we might expand this abstract model to incorpo-
rate additional variables. These could include endogenous
attributes like body temperature and blood glucose level, as
well as exogenous variables like external temperature, hu-
midity, and food intake. Appropriate processes would ac-
count for other phenomena like temperature and glucose reg-
ulation. The modular character of process models would let
us introduce these separately or in concert, although differ-
ent combinations would predict different behaviors.

Once we provide such a process model with parameter-
ized equations, we can use it to simulate the how variables

!'This model is only valid when the activity level is above nor-
mal, as during exercise; other physiological regimes would require
additional processes.
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change over time. When combined with data obtained from
measuring instruments, we can also use the resulting trajec-
tories to monitor a person’s physiological state. We envision
two approaches to monitoring:

e predicting that blood oxygenation, heart rate, or some
other variable will go below or above a critical value
based on exogenous variables like activity level and oxy-
gen pressure; and

e detecting anomalous observations that suggest a person
is entering an unmodeled region of the physiological
state space.

The first alternative will be useful in well-understood situa-
tions like oncoming heat stroke or hypoxia, where informed
action (e.g., reducing activity or giving oxygen) can mitigate
health consequences. The second case will be appropriate
for situations in which the model is inaccurate or incom-
plete; it may indicate the physiological system is behaving
abnormally, which would be a cause for medical concern.
Naturally, we can also compare the simulated trajectories
to data obtained from measuring instruments to drive induc-
tive process modeling, as described earlier. This will let us:

e guide search through the space of model structures and
thus improve our understanding of physiological pro-
cesses; and

e estimate parameter values for the processes that deter-
mine physiological behavior of average humans; and

e estimate personalized parameter values that account for
individual differences in human physiology;

The resulting models could, in turn, be used in medical mon-
itoring systems, as just outlined. Clearly, models that have
been fit to physiological data will be more useful to this end
than ones that are crafted by hand, especially if their param-
eters are tuned to explain individual differences.

Concluding Remarks

In this paper, we reviewed inductive process modeling, a
framework for representation, simulation, and construction
of quantitative models that explain the behavior of dynami-
cal systems. We presented an example of a quantitative pro-
cess model from ecology, described the simulation of such
models to produce trajectories, and discussed ways to search
the space of model structures and their associated parame-
ters. We also explained how one can apply this framework
to human physiology, illustrating these ideas with an abstract
model from the domain, and how to use quantitative process
models for the purpose of health monitoring.

Of course, we are not the first researchers to develop
mathematical models of physiology. One mature framework,
known as Archimedes (Schlessinger & Eddy 2002), incor-
porates a number of “first principles” physiological models.
A key distinction is that Archimedes is a monolithic, multi-
scale model stated as an opaque Java program, rather than in
a declarative formalism like our process models. Another is
that scientists and medical experts set parameters manually
based on evidence from the literature, whereas our approach
estimates them from fits to measured time-series data.



In other work, Gribok, Buller, and Reifman (2008) have
compared shallow models of body temperature produced
by autoregression with deeper models developed manually.
They note that the former models assume normal environ-
mental conditions and homogeneous subjects to generalize
across individuals, whereas the deeper models could apply
to a range of conditions and to varied individuals. On the
other hand, their shallow models were computer generated,
while they claim that deeper models require hand construc-
tion and tuning. Inductive process modeling holds potential
for automatically creating deep physiological accounts and
tuning parameters to account for individual differences.

However, we must still demonstrate our framework’s po-
tential for physiological modeling. This will involve devis-
ing quantitative processes that move beyond the abstract
structures in Figure 1 and producing a library of plausible
generic processes for this domain. We hope to use wear-
able sensors for collecting data on physiological and envi-
ronmental variables, which we can then use to guide search
through the space of process model structures, estimate
parameters for different individuals, and monitor subjects’
physiological states as they change over time.
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